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Abstract. We utilize a tight-binding model to study the effects of surface structure on electronic properties
of CdSe clusters. The model takes into account experimental information about structure and shape of
the nanocrystals, as well as the nature and distribution of capping ligands. The effects of both organic
capping ligands and inorganic capping shells on the densities of states (DOS) and on the single-particle
absorption spectra of the clusters are calculated for various cluster shapes and sizes, and are compared to
results for clusters with truncated surfaces. For organic capping ligands, the effect of ligand hybridization
is investigated and a simple model of surface reconstruction is developed. Both ligand hybridization and
surface reconstruction are seen to have a major influence on the band edge electronic and optical properties.
Inorganic capping shells give rise to differential localization of valence and conduction band edge states,
with the hole primarily confined to the core region and the electron more evenly distributed over both core
and shell.

PACS. 71.24.+q Electronic structure of clusters and nanoparticles 71.55.Gs II-VI semiconductors 73.20.Dx
Electron states in low-dimensional structures (superlattices, quantum well structures and multilayers)

1 Introduction

The electronic and optical properties of semiconductor
nanocrystals have generated considerable interest in re-
cent years because of the role played by quantum confine-
ment and the consequent potential which they offer for
size-tunable nanoscale devices [1]. The general features of
quantum confinement can be qualitatively understood in
terms of ideally confined electrons, i.e., employing hard
wall barriers [2–4]. This has lent itself readily to the use
of effective mass approximations (EMA) in which the only
atomic level input is the bulk band dispersions at k = 0,
and attention focuses on modification of the electron en-
velope functions induced by the confinement [5]. Incor-
poration of the valence band degeneracy via the multi-
band k ·p method, and perturbative analysis of spin-orbit,
shape and crystal field effects has allowed some analysis of
fine structure effects on the band-edge-dominated optical
properties to be made within EMA [6,7].

In experimental realizations, nanocrystals are formed
by kinetically controlled precipitation, and are terminated
with capping ligands which provide stabilization of the
otherwise reactive dangling orbitals of surface atoms [8].
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The extent to which the molecular nature of the surface
may affect the electronic properties is not well under-
stood. Deep trap states resulting from unsaturated sur-
face species are well known in luminescence studies [9,10],
and femtosecond time transient absorption studies indi-
cate both electrons and holes can be surface trapped [11,
12]. However, both absorption bands and the band edge
luminescence appear to be independent of surface prepa-
ration [13], and the Stokes shifts between absorption and
luminescence peaks now appear to be largely consistent
with excitonic fine structure [7], rather than with surface
trapping as was originally proposed [9,14–18].

While a complete experimental understanding of the
nature and quantitative role of surface effects is not yet
at hand, it is nevertheless clear that the surface may
in some instances play a significant role. Phenomeno-
logical finite surface barrier potentials have been em-
ployed within EMA to examine effects of surface polar-
ization [19], but a microscopic understanding of features
such as surface trap states requires the incorporation of
atomic details. This is one motivation for developing a
microscopic theoretical description of nanocrystals taking
the atomic structure explicitly into account. Increasing
theoretical effort has recently been invested in develop-
ment of tight-binding [20–23,27–32], pseudopotential [33,
34], and density functional [35,36] methodologies for the
electronic structure of nanocrystals. With such atomistic
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calculations, a more realistic description of both the
nanocrystal surface and interior now becomes possible.
To date however, theoretical analysis of how the surface
of nanocrystals can influence their electronic properties
has been minimal, and restricted primarily to ideal, un-
reconstructed surfaces. The dangling surface orbitals have
generally either been artificially removed (the “truncated”
surface), or else saturated by species chosen to sweep sur-
face states out of the band gap region. In a previous tight-
binding study of the surfaces of unreconstructed CdSe
nanocrystals [23], we showed that saturation with oxy-
gen ligands very effectively removes Cd dangling orbitals
from the band gap region, but is relatively ineffective at re-
moving Se dangling orbitals, implying that electron traps
would be removed but that some hole traps would remain
when capping by oxygen-coordinating ligands. Oxygen-
coordinating ligands are the most commonly used cap-
ping species, and therefore this result is of relevance to
most of the experimentally studied CdSe nanocrystals.
The lack of passivation of surface Se atoms when such
ligands are used was confirmed by experimental studies of
the surface structure for CdSe nanocrystals capped with
ligands such as tri-n-octylphosphine oxide (TOPO) using
NMR [24] and XPS [25]. A recent study for nanocrystals
capped by sulphur-coordinating ligands using EXAFS and
other analytical methods [26] show similar behavior, i.e.,
the presence of Se dangling orbitals which can act as hole
traps.

In this paper we now provide a more detailed anal-
ysis of the role of the surface, with a realistic study of
CdSe nanocrystals which incorporates the experimentally
observed shapes and lattice structures, and which also in-
vestigates for the first time the effects of variable capping
ligand hybridization and of surface reconstruction. In ad-
dition, we also examine the effect of capping by layers of
a second semiconductor, using a simple core/shell tight-
binding model for a CdSe nanocrystal coated with several
layers of CdS to form a zero-dimensional (0D) analog of a
two-dimensional (2D) semiconductor heterostructure.

The methodology used here is based on the tight-
binding method, which provides a useful atomistic ap-
proach to the electronic structure of semiconductor
nanocrystals. It allows for an atom-by-atom construc-
tion of the surface, while at the same time taking ad-
vantage of the periodicity characterizing the interior of
the nanocrystal. In empirical tight-binding, the param-
eters for the crystalline interior can be taken from the
bulk crystal. In the context of nanocrystals, tight-binding
provides a convenient empirical or semiempirical method
which allows a much more detailed analysis of the elec-
tronic wave functions than EMA and its modifications,
and which also allows study of clusters ranging in size
from a few tens of atoms to 106 atoms within a consistent
theoretical framework. More ab initio approaches such as
density functional theory are now undergoing rapid devel-
opment, but for systems such as CdSe are currently still
limited by size to a few tens of atoms [37]. Since here
our aims are to examine the effect of large changes in
shape and surface termination on the electronic and opti-

cal properties of CdSe clusters containing a few hundred
atoms, where about half of these might be surface atoms,
the time-independent, direct diagonalization tight-binding
method is quite appropriate here. We focus on CdSe nano-
clusters, because these are experimentally the most well
characterized, both in terms of their electronic structure
and in terms of structural and chemical details of their
surfaces. CdSe nanocrystals have been characterized by
their optical properties [9,10,13,17,18,38–49], by X-ray
diffraction [50,51], X-ray photoelectron spectroscopy [25],
dielectric dispersion [52], nuclear magnetic resonance [24]
and transmission electron microscopy measurements [53–
55]. Previous theoretical studies of CdSe nanocrystals with
sizes greater than 102 atoms have concentrated on analysis
of size dependence of excitonic effects for idealized cluster
shapes and surface terminations, using tight-binding [22,
23], pseudopotential [34], and multiband k ·p methods [6,
56]. However theoretical studies have not addressed large
deviations from spherical shape, nor the effects of a mi-
croscopic realistic description of the surface.

The remainder of the paper is structured as follows.
In Section 2 we outline our basic tight-binding model
for CdSe nanocrystals with organic capping ligands and
describe the extension to deal with inorganically capped
core/shell nanocrystals. Section 3 provides a summary of
results for truncated nanocrystals which act as a reference,
demonstrating the different roles of nanocrystal shape and
size on the electronic properties. More detailed analysis
of the size dependence for such reference systems can be
found in reference [65]. In Section 4 we investigate the ef-
fect of ligand hybridization and surface reconstruction on
organically capped CdSe nanocrystals. Section 5 examines
the consequences for the electronic structure of capping
the nanocrystal with epitaxially grown layers of a second
semiconductor material (CdS), and Section 6 provides a
brief summary.

2 Tight-binding model

Our approach is based on the use of empirical tight-
binding models for the bulk semiconductors. The simplest
version of an empirical tight-binding model is obtained
by fitting merely the lowest conduction band and highest
valence bands in the vicinity of the Γ point [32]. We em-
ploy the more extensive empirical parameterizations which
are designed to reproduce the bulk band structure over
a selected energy range. Spin-orbit coupling and crystal
field effects are not included in the calculations presented
here. The parameters we use for CdSe are derived from
the empirical parameters obtained by Lippens and Lan-
noo for bulk CdSe in the zinc-blende structure, assuming
nearest-neighbor interactions only [21]. Zinc-blende and
wurtzite structures have the same tetrahedral nearest-
neighbor environment, so one can apply the same set of
nearest-neighbor parameters to both structures [57]. The
parameter set is transformed from the Cartesian basis of
reference [21] to the sp3s

∗ basis of Vogl and co-workers [58]
(four sp3 hybrid orbitals, and one s∗ orbital simulating the
neglected d orbitals). The resulting hybridized parameter
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Fig. 1. (a) Staggered and (b) eclipsed conformations of nearest-neighbor anion (Se) and cation (Cd) in the wurtzite lattice.
The eclipsed conformation is found along the c-axis, the staggered conformation in all other directions. Black spheres represent
Se, light grey spheres Cd. The numbers label the bond-directed sp3 orbitals used to transform the Cartesian tight-binding
parameters to the sp3s

∗ basis for the wurtzite structure (Tab. 1).

Fig. 2. (a) Side view of the 393 cluster with 30 ligands attached. Black spheres represent the Se atoms, grey spheres denote
Cd. Small dark atoms on the outside of the cluster which are not connected by bonds with the interior represent the oxygen
atoms of the TOPO ligands. (b) Side view of the 384 cluster without ligands.

set differs from the corresponding sp3s
∗ parameter set for

the zinc blende structure because of the different packing
of adjacent tetrahedral units in the two structures. In zinc
blende the tetrahedra are staggered in all four directions,
while in wurtzite they are eclipsed along the c-axis and
staggered in the remaining three directions [60]. The non-
bonding interactions between orbitals on adjacent anion
and cation are different in the eclipsed and staggered con-
formations. Figure 1 illustrates the relationship between
directed sp3 orbitals of nearest-neighbor anion and cation
for both conformations, and the corresponding conversion
from Cartesian to wurtzite bond-directed parameters in
the sp3s

∗ basis is given in Table 1. The resulting band
structure for wurtzite CdSe is shown in reference [65].

In this work we vary size, shape and the surface com-
position, taking into account all of the available experi-
mental data on these features. Thus all clusters modeled
here show C3v-symmetry (Figs. 2a and b) and are slightly
prolate, with a mass distribution of approximately 1.1 :
1 : 1 along the z : x : y-axes, where the z-axis is defined
along the bulk crystal c-axis [53,55]. This corresponds to
an ellipticity µ = c0/b0 − 1 = 0.049, where the long axis
is defined as having length c0, and the two short axes as
having length b0 [65]. We also investigate the effect of a
severe change in shape, considering a highly prolate clus-
ter with µ = 0.26.

Our investigations of ligand hybridization and surface
reconstruction of nanocrystals capped by organic ligands
focus on capping by the commonly used TOPO ligand.
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Table 1. Transformation of nearest-neighbor tight-binding pa-
rameters from Cartesian to the bond-directed sp3s

∗ basis for
the wurtzite lattice. The parameters in column three are re-
lated to those of reference [21] by the relations Eγi ≡ E(γi)
and Vγ,γ′ ≡

1
4V (γa, γ′c), a ≡ anion, c ≡ cation, with γ de-

noting Cartesian orbital type. We define Vγγ′ such that the
anion always appears first, and make use of the well-known
sign change between corresponding V ’s for γγ′ ≡ sp or ps [59].

α1 〈φ1|H|φ1〉 1
4 (Esa + 3Epa)

β1 〈φ8|H|φ8〉 1
4 (Esc + 3Epc)

α2 〈φ1|H|φ2〉 1
4
(Esa −Epa)

β2 〈φ7|H|φ8〉 1
4 (Esc − Epc)

α3 = β3 〈φ1|H|φ8〉 1
4 (Vss − 3Vxx − 6Vxy − 3Vsp + 3Vps)

α4 〈φ2|H|φ8〉 1
4 (Vss + Vxx + 2Vxy − 3Vsp − Vps)

β4 〈φ1|H|φ5〉 1
4
(Vss + Vxx + 2Vxy + Vsp + 3Vps)

α5 〈φ2|H|φ5〉 1
4 (Vss + Vxx − 2Vxy + Vsp − Vps)

α6 〈φ2|H|φ7〉 1
4 (Vss − 3Vxx + 2Vxy + Vsp − Vps)

γ1 〈s∗a|H|s∗a〉 Es∗a

γ2 〈s∗c|H|s∗c〉 Es∗c

γ3 〈s∗a|H|φ8〉 − 3
2Vs∗p

γ4 〈s∗a|H|φ5〉 1
2Vs∗p

γ5 〈s∗c|H|φ1〉 − 3
2Vps∗

γ6 〈s∗c|H|φ2〉 1
2Vps∗

α′5 〈φ2|H|φ6′〉
1
4 (Vss − 5

3Vxx + 2
3Vxy + Vsp − Vps)

α′6 〈φ2|H|φ5′〉
1
4
(Vss + 7

3
Vxx − 10

3
Vxy + Vsp − Vps)

We use oxygen atoms bonded to the surface Cd to rep-
resent the nanocrystal-ligand bonding. The Se atoms are
not saturated, for the reasons discussed above. The O-
Cd interaction is described with the same set of extended
Hückel parameters used in reference [23]. Whereas in that
work we assumed a fixed, sp2 hybridization for the surface-
attached oxygen atom, we now examine the effects of vari-
able hybridization. The bonding in adducts of phosphine
oxides with metal atoms is a complex subject. A simple
dative bond would result in sp2 hybridization, illustrated
for Cd in Figure 3. However the P-O bond length is usually
increased in these adducts [61,62], consistent with a metal-
oxygen σ bond with a greater degree of electron donation
to Cd, stabilized by a resonance structure with positive
charge on P [63]. In the extreme case this would result in
an sp3 hybridization for the oxygen atom, Figure 3. In-
frared spectroscopic measurements for TOPO attached to
CdSe show the decreased P-O stretch frequency character-
istic of such a P-O bond length increase [25]. Complicat-
ing this picture, however, is that fact that most metal-O-P
bond angles lie between 120◦ and 180◦, suggesting some
additional π character to the complexation and therefore
introduction of resonance structures with sp character [62,
64]. This would also increase the extent of electron do-
nation to the metal. We examine here the effects of the
two hybridization limits for pure dative bonding, i.e., sp2

and sp3. This allows us to vary the strength of binding to

Fig. 3. Two possible resonance structures for the Cd-O-P
bond, resulting in different bonding strengths.

the ligand within a simple bonding framework consistent
with the use of extended Hückel parameters. The Cd-O
tight-binding parameters in the sp2 and sp3 hybridizations
are obtained by transformation of the Cartesian parame-
ters of reference [23]. The subsequent modification of these
surface-ligand tight-binding parameters upon surface re-
construction is described in Section 4.

To investigate the effects of capping by shells of a dif-
ferent semiconductor, we consider clusters consisting of
a CdSe core surrounded by several layers of epitaxially
grown CdS. The lattice constants of CdS are very similar
to those of CdSe, resulting in a relatively small change in
the interatomic distance, from 2.632 Å in CdSe to 2.532 Å
in CdS. Experimental observations also indicate that very
few stacking faults are found at the interface [78], so that
both core and shell can be assumed to have the ideal bulk
structure. Because of the lattice mismatch, there may nev-
ertheless exist some strain between core and shell. While
there is some evidence for this from X-ray diffraction, it
does not appear to affect the electronic properties in any
obvious manner [78]. Thus we neglect stress and strain at
the interface here and use the CdSe bulk tight-binding pa-
rameters without any scaling for modified lattice spacings
at the interface. The bulk CdSe interatomic spacings are
then replaced by the bulk CdS interatomic spacings in the
shell region. For CdS we use the empirical parameters of
reference [20] and also transform these from the Cartesian
basis to the bond-directed wurtzite basis, according to the
formulae given in Table 1.

These core/shell nanostructures can be viewed as zero-
dimensional (0D) heterostructures. In order to combine
the CdSe and CdS empirical parameter sets to represent
a heterojunction, we have to account for the band off-
sets between the two materials. In bulk, 2D CdSe/CdS
superlattices form a type-II heterostructure in which the
bands are staggered, with both the conduction band mim-
imum and the valence band maximum lying lower in en-
ergy than in CdSe [66,67]. The resulting band off-sets
are not automatically incorporated in our empirically de-
rived tight-binding parameter sets, which are both con-
structed according to the usual convention with the zero
of energy set to the top of the valence band. A fur-
ther complication is that while the “indirect” gap from
the CdSe valence band to the CdS conduction band
has been measured [66], the individual band off-sets are
not precisely known for CdSe/CdS. Therefore we modify
here the CdSe/CdS tight-binding parameterization for the
core/shell crystallites such that the main features of the
bulk type-II heterostructure are preserved, but without
guaranteeing quantitative accuracy in the band off-sets.
Our modification is based on the requirement that Cd,
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Table 2. On-site parameters for CdS, CdSe and CdS/CdSe core shell particles in the Cartesian basis.

CdSea CdSb CdS core/shell
Cd Se Cd S Cd S

〈s|H|s〉 0.03 eV −9.63 eV 1.83 eV −11.53 eV 0.03 eV −12.89 eV
〈p|H|p〉 4.73 eV 1.47 eV 5.87 eV 0.53 eV 4.73 eV −0.83 eV
〈s∗|H|s∗〉 5.72 eV 7.53 eV 6.87 eV 7.13 eV 5.72 eV 5.77 eV

a = reference [21], b = reference [20].

as the common cation at the interface, should have iden-
tical energies in a consistent parameterization. We there-
fore shift the CdS parameter scale for the shell region such
that the on-site Cd energies match those in the core re-
gion, while the on-site S energies are linearly shifted by
1.36 eV. Because the cation self-energy differences are dif-
ferent for each orbital type, it is not possible to use a sin-
gle shift for the cations. The single anion shift minimizes
the linear differences between the self-energy parameters
for the Cd atoms in CdS and in CdSe, and thus repre-
sents a weighted average of the variable cation shift. In
practice, the resulting electronic structure is insensitive
to the use of other fit criteria, such as the square of the
residuals for the Cd self-energy differences. Calculation of
the bulk band structure resulting from these modified pa-
rameters confirms that the CdS band structure is indeed
shifted downward, with a slight accompanying distortion
in the band dispersions and a decrease in the band gap.
The valence band maximum is shifted down by about 1.3
eV, in reasonable agreement with the simple estimate of
valence band-offset of 0.77 eV obtained from from cova-
lent and polar energies [68]. The conduction band min-
imum moves down by 1.7 eV, resulting in a reduction in
the CdS band gap from 2.5 eV to 2.1 eV. However the
gap remains larger than that for CdSe (1.9 eV) and thus
the characteristic of a core/shell structure with the larger
band gap material in the shell region is preserved by the
transformation. The combination of these CdSe and mod-
ified CdS parameter sets, therefore, correctly predicts a
CdSe/CdS type-II bulk heterostructure, with a staggered
band lineup, summarized in Figure 4. The original CdS
and CdSe self-energies are listed together with the shifted
parameter set for the CdS shell region in Table 2.

To quantify the opto-electronic properties of the clus-
ters we use density of states (DOS) and single-particle ab-
sorption spectra. The DOS are obtained by summing the
number of eigenstates in an energy range of 0.05 eV, where
the eigenstates are obtained by direct diagonalization of
the tight-binding Hamiltonian. The absorption spectrum
for CdSe nanocrystals is computed in the single-particle
approximation, i.e., ignoring excitonic effects. The single-
particle eigenfunctions are expanded in terms of atomic
orbitals

|χl〉 =
∑
S

∑
j

clSj |Sj〉 , (1)

with S denoting the atom site, and j the orbital index.
The transition dipole moment in the x-direction between

1.9 eV

2.1 eV

1.1 eV

1.3 eV

CdSe

CdSe

CdS

CdS

0.0 eV

Fig. 4. Bulk band off-sets for a planar CdSe/CdS heterojunc-
tion derived from the current tight-binding model.

the eigenfunctions |χl〉 and |χm〉 is then given by

〈χl|x̂|χm〉 =
∑
SS′

∑
jj′

〈Sj|x̂|S′j′〉(clSj)
∗cmS′j′ . (2)

Since the dipole transition matrix elements between dif-
ferent sites are translationally invariant under the lattice
translations, transforming to local coordinate frames cen-
tered on the atom sites S allows equation (2) to be rewrit-
ten as

〈χl|x̂|χm〉 =
∑
S

∑
jj′

〈j|x̂|j′〉(clSj)
∗cmSj′

+
∑
S

∑
n

∑
jj′

〈0j|x̂|∆nj
′〉(clSj)

∗cmnj′

+
∑
S

Sx
∑
j

(clSj)
∗cmSj , (3)

where we have also neglected orbital overlap. Here Sx is
the x-component of the coordinates of site S, and ∆n de-
notes the site S′ = n in the local frame of S. Equation (3)
has two types of local dipole transition moments. The first,
on-site, term can take two possible values, one for Cd and
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one for Se sites. The second term connects orbitals on dif-
ferent sites. We restrict n here to nearest neighbors, and
the combination jj′ to bonding interactions only, result-
ing in a single off-site transition moment between bonded
nearest-neighbor Cd and Se atoms.

The incorporation of on-site and nearest-neighbor
transition dipole moments introduces additional param-
eters beyond those needed to fit the energy band struc-
ture [65]. The three optical parameters defined above (on-
site Cd, on-site Se and Cd-Se nearest-neighbor through-
bond transition moments) were obtained by fitting to
LDA density functional calculations of the bulk absorp-
tion spectra [69]. We found that the bulk absorption spec-
trum is relatively insensitive to the value of the on-site
transition moments, reflecting the fact that the low en-
ergy range of the spectrum is dominated by transitions
from the top of the valence band, which is primarily Se
4p, into the bottom of the conduction band, which is pri-
marily Cd 5s, and therefore must be controlled by the
nearest-neighbor transition moment between Cd and Se.
Thus for simplicity we set 〈j|x̂|j′〉 = 0 in this work. The
optimal value of the nearest-neighbor transition moment
is then given by 〈0j|x̂|∆nj

′〉 = 1.8 a.u.

3 Clusters with ideal, truncated surfaces: size
and shape effects

Non-reconstructed truncated nanocrystals provide a ref-
erence point for the more realistic partially or com-
pletely capped surfaces, with and without reconstruction.
Eigenenergies are calculated for wurtzite clusters consist-
ing of 144, 384, 393 and 456 semiconductor atoms, con-
structed to correspond to typical C3v nanocrystals seen in
TEM images [53–55]. Using the bulk density of CdSe, we
can provide an approximate size estimate from the rela-
tion

ρ ·
4πr3

3
= nCdmCd + nSemSe , (4)

where ni and mi correspond to the number and mass of
atoms of species i in the cluster, respectively. This yields
sizes of 16.1 Å, 22.7 Å, 23.8 Å and 25.8 Å diameter for
the above sequence. (These estimates differ by less than
10% from sizes derived from moment-of-inertia ratios as
was done in reference [65].) The 144, 393 and 456 clusters
are weakly prolate, with ellipticity µ = 0.048–0.049, while
the 384 cluster is strongly prolate, with µ = 0.26.

It is useful to first compare the valence band and con-
duction band properties of a typical truncated cluster with
those of the bulk semiconductor. Tight-binding calcula-
tions for bulk CdSe (without crystal field contributions)
show that the top of the valence band consists mainly
of Se p orbitals, with some Cd 4s and 4p contribution,
while the bottom of the conduction band is formed by Cd
4s states [70]. We observe the same general behavior in
the clusters. For N = 393, the valence band maximum
is shifted from 0 eV to −0.42 eV as a result of quantum
confinement. From the top of the valence band down to

Fig. 5. Energy levels at the top of the valence band for
N = 393 and 384 clusters with truncated surfaces. The col-
umn σabs lists the absorption coefficients for transitions from
the valence band eigenstates into the conduction band, in arbi-
trary units. Letters in parentheses to the right of the numerical
value denote the polarization of the transition.

energies of −2.2 eV, the p contributions constitute more
than 95% of the total density of states. However, in con-
trast to the bulk where the valence band edge is dominated
by the Se p contribution, the Cd p contribution forms a
significant part (almost 30%) of the total p contribution
in the valence band of the cluster. The bottom of the con-
duction band (located at 2.48 eV for N = 393) is almost
entirely formed by Cd s states, with a 10% contribution
from Se s states. At higher conduction band energies the
Cd s percentage drops, falling to 50% at 3.28 eV, while the
Cd p contribution increases rapidly. These size-dependent
trends can be summarized by the general observation that
the mixing of different orbital types increases with de-
creasing size.

The single-particle band gap energies can be extracted
from the DOS by substracting the energy of the LUMO
level from the energy of the HOMO level. To obtain an
estimate of the exciton energy which can be compared to
the experimentally measured position of the first excitonic
peak in the absorption spectrum, we take the difference of
the valence and conduction band states yielding the first
strong absorption. Typically this is the third hole level
from the band edge, as indicated in Figure 5 for N = 393
and 384. These are the first hole levels which are primar-
ily interior in character: the valence band edge levels have
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Fig. 6. Lowest excitonic energies for pure CdSe clusters with
truncated surfaces. Stars (*) represent values calculated here,
circles (©) experimental values from reference [71] and squares
(2) experimental values from reference [25].

a large surface contribution and are consequently gener-
ally only weakly absorbing. We refer to this absorption-
defined gap as the “interior” gap. Correcting these “interi-
or” band gap energies by the usual perturbative estimate
of the electron-hole interaction [3,28] yields an estimate
of the exciton energy which is compared to experimental
values for this range of cluster sizes [25,71] in Figure 6.
Allowing for the band gap increase due to surface trun-
cation (this causes an artificial decrease in average coor-
dination number, resulting in narrower bands and con-
sequently in a larger band gap than a realistic, ligand-
terminated surface), reasonable agreement with the avail-
able experimental data is obtained. (The spread in the
latter is due to differences between sizings derived from
small angle X-ray scattering and from transmission elec-
tron microscopy [25].) The slight decrease in the theoret-
ical value on decreasing diameter from 23.8 Å (N = 393)
to 22.7 Å (N = 384) is due to a change in the particle
shape, as discussed below.

The shape of the nanocrystal provides an additional
factor influencing the size dependence of single-particle
electronic properties, modifying the level degeneracy and
also the polarization of transition dipole moments. This is
best understood by reference to bulk and to spherical clus-
ters. When crystal field splitting terms are not explicitly
included, as in the present calculations, the valence band
edge levels of both bulk and spherical clusters correspond

to those of cubic symmtry and are three-fold degenerate.
In contrast, in nanocrystals with C3v point group sym-
metry these triply degenerate levels are split into singly
degenerate A and doubly degenerate E sets [53].

On varying the shape of the clusters from near spher-
ical to strongly prolate, we see the effects of this shape-
dependent splitting on both the DOS and the absorption
spectra. This is illustrated by comparison of the electro-
optic properties of the 393 and 384 clusters. The 384 clus-
ter is created from the weakly prolate 393 cluster by re-
moving nine atoms from the side faces of the 393 cluster
(see Figs. 2a and 2b). This small change in total atom
number gives rise to a large change in shape. The 384 clus-
ter is considerably elongated relative to the 393 cluster,
expressed quantitatively by a large change in ellipticity,
from µ = 0.048 to 0.26. These two clusters have significant
electronic structure differences which would not be appar-
ent from their very similar effective diameters (22.7 Å for
N = 384, and 23.8 Å for N = 393).

First, as evident in Figure 6 and noted above, the band
gap energy for 384 is actually smaller than that for 393,
which is the opposite of what would be predicted from the
quantum size effect for spherical clusters based on these
effective diameters. This feature can be partially under-
stood within the EMA, in terms of the perturbation pro-
vided by a prolate shape on the envelope function. When
spin-orbit coupling is neglected, the lowest energy hole
state for a spherical cluster within EMA (with the con-
vention of negative hole energies) has S1 symmetry [72],
corresponding to a triply degenerate envelope function.
The prolate shape causes this to split into A and E lev-
els, with the singly degenerate A level corresponding to
hole motion along the c-axis, and the doubly degenerate
E level to motion in the plane perpendicular to this. In
the absence of crystal field effects (which also influence
the relative energetics of A and E levels, as discussed be-
low), the A level would be predicted by EMA to be the
lowest energy hole state (highest in absolute energy) and
to become stabilized to an increasing extent as the clus-
ter becomes more prolate. However, the conduction band
edge state deriving primarily from Cd 5s orbitals is non-
degenerate, and since in CdSe it has a lower effective mass,
would be energetically less affected. The result is a de-
crease in band gap with increasing prolate character for a
given effective size, consistent with the observed difference
between N = 384 and N = 393.

While appealing, this EMA picture is nevertheless too
simple, as is evident from consideration of the detailed va-
lence band edge energy level structure shown in Figure 5.
Only the second (lower absolute energy) A/E set of levels
is clearly consistent with a division between z and xy char-
acter, with eigenvectors possessing z : xy ratios of 1:100 or
100:1 for both levels. The first set of levels, A1/E1, have
a large component of Cd p orbitals, in addition to Se or-
bitals, and also contain a larger surface component than
the second set of levels, A2/E2, which can be regarded
as primarily interior states. As a result of this orbital
mixing, EMA arguments, which intrinsically assume a
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factorization of atomic (Bloch) and envelope functions
cannot be directly applied to the first set of levels.

Despite the more extreme polarization ratios for the
second set of levels, these also do not follow the EMA pre-
dictions for prolate clusters. Thus, while there is a large
downward hole shift (upward absolute energy shift) for A2

on going from N = 393 to N = 384, for N = 393 E2 is ac-
tually lower in absolute energy than A2, in contradiction
of the EMA prediction for a weak elliptical shape pertur-
bation. This reflects a second marked difference between
the N = 393 and 384 clusters, namely that the ordering of
the A and E levels is reversed within both of the first two
sets of valence band edge states (Figure 5). Consequently
the polarization of the first transition with a large absorp-
tion coefficient will change from xy- to z-polarized when
the cluster shape is changed from the slightly prolate 393
cluster (interband transition from E2) to the more elon-
gated 384 cluster (interband transition from A2). Evidence
for such a cross-over has been seen in resonance Raman
depolarization measurements [53] and in ultra-fast absorp-
tion measurements [73]. Within EMA, crystal field effects
can be invoked perturbatively to argue that in a spher-
ical cluster with wurtzite structure the E levels will lie
below A in absolute energy, and could therefore give rise
to such a cross-over from E/A to A/E ordering as the el-
lipticity increases and as the envelope function for the A
level is preferentially stabilized [53]. In EMA, the cross-
over can thus be regarded as resulting from a competition
between the effects of hexagonal lattice symmetry on the
Bloch function, and of the nanocrystal shape on the en-
velope function. In tight-binding, despite the lack of fac-
torization of Bloch and envelope functions for any finite
nanocrystal, large ellipticity can still effect a stabilization
of the energy level polarized primarily along the z-axis
(A), because of the dominance of the delocalization differ-
ential between z- and xy-directions. However, since there
is no crystal field effect explicitly incorporated here, the
observed cross-over at weakly prolate shapes has to be due
to a balance of this delocalization anisotropy against an in-
trinsic property of the discrete lattice associated with the
C3v symmetry of the finite nanocrystal. We suggest that
this is an internal field produced by the uncompensated
interactions in the z-direction resulting from the lack of
mirror plane symmetry in the C3v nanocrystals. This will
preferentially lower the pz orbitals in absolute energy just
as the conventional crystal field does and so cause A2 to
lie below E2 for weakly prolate crystals. Such an internal
field will be present in any C3v nanocrystal constructed
from an atomistic model, regardless of the range of inter-
actions. A corollary of such a shape-induced field is the
presence of a non-zero dipole moment, which is consis-
tent with recent dielectric dispersion measurements [48]
and also with Stark measurements indicating a significant
change in dipole moment upon absorption [44–46,74].

4 Nanocrystals capped with organic ligands

For clusters in the size range studied here, the organically
capped surface has 60% of the Cd dangling orbitals satu-
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Fig. 7. DOS of the 393 cluster partially passivated by TOPO
ligands, with various surface descriptions. (a) No reconstruc-
tion, sp2 hybridized oxygen. (b) Reconstructed, sp2 hybridized
oxygen. (c) Reconstructed, sp3 hybridized oxygen. Grey shaded
areas denote Cd surface (dangling) orbital contributions. In
(a) and (c), black areas denote all Se surface (dangling) orbital
contributions, in (b) the black area denotes only contributions
from Se atoms with two dangling orbitals.

rated by oxygen atoms representing TOPO, as described
in Section 2. This corresponds to the measured TOPO
surface coverage of a cluster of 393 semiconductor atoms
(' 23 Å diameter) [25]. The large steric hindrance of bulky
ligands like TOPO does not appear to allow for a higher
surface coverage. For N = 393, this degree of coverage
results in an additional 30 oxygen atoms attached to the
cluster (Fig. 1a). (For ease of comparison with capped
clusters, we continue to label clusters by the total num-
ber of semiconductor atoms only, i.e. ignoring the ligand
atoms.)

In the first series of calculations, the oxygen is sp2-
hybridized, consistent with a weak σ donating bond to
Cd. The DOS of the 393 cluster covered with oxygen with
this hybridization is shown in Figure 7a. It shows impor-
tant surface contributions from both Se and Cd dangling
orbitals in the band gap region, although part of the Cd
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Fig. 8. Single-particle absorption spectra of the 393 cluster
partially passivated by TOPO ligands, with various surface
descriptions. (a) No reconstruction, sp2 hybridized oxygen. (b)
Reconstructed, sp2 hybridized oxygen. (c) Reconstructed, sp3

hybridized oxygen.

surface orbital density is shifted into the conduction band
by the influence of the oxygen. In order to calculate the
absorption spectrum, we need to determine the HOMO
level. However this is not straightforward, because it is
not clear how many electrons are donated into the cluster
by the ligand. In the absence of experimental information
on the extent of electron donation, we use the variations in
calculated absorption spectra as a function of the HOMO
position to estimate the optimal level. Comparison with
experiment shows that a HOMO position of 1.47 eV, corre-
sponding to donation of two electrons per ligand from 90%
of the ligands, yields an optimal single-particle absorption
spectrum. This is shown in Figure 8a. This assignment
implies that the Se derived surface states are occupied
with electrons (Fig. 7a), which is consistent with the large
electronegativity of Se. Nevertheless, comparison of the
resulting absorption spectrum in Figure 8a with the ex-

perimental spectrum shows that this idealized model of a
capped cluster is still unrealistic, because strong absorp-
tion peaks arising from transitions between states with
large surface contributions are visible in the energy range
between 1.4 and 2.5 eV where no significant structure is
observed in the experimental spectra [25].

4.1 Surface reconstruction

One possible reason for the discrepancy between calcu-
lated and experimental spectra seen with ideal surfaces is
that the underlying assumption of a cluster surface with
the structure of a bulk-terminated surface is not correct.
This led us to consider reconstruction of the surface.

When considering the surface reconstruction of a
faceted nanocrystal, it is useful to take the known bulk
reconstructions of the facet surfaces as a guide. For CdSe,
reconstructions of the (111) surface are well documented
[57]. A tight-binding model of the bulk surface reconstruc-
tion for a clean (111) surface shows the main features to
be movement of the Se surface atoms out of the surface
plane, while the Cd surface atoms move in [57]. Straight-
forward application of this bulk result to our nanocrystals
causes some difficulties however. Firstly, the C3v clusters
studied here do not have well defined single crystal sur-
faces. While some (111) facets can be identified, many
atoms are located at edges or at highly stepped surface
fragments. Furthermore, when the Cd dangling orbitals
are saturated, the Cd atoms are much less likely to move
inwards. To make a first, simple theoretical model for the
reconstruction here, we therefore follow the model pro-
posed by Bawendi et al. from fitting of X-ray structure
data [50], in which it was assumed that the Se atoms move
out along the bond direction by a distance of 1.0 Å while
the Cd atoms are unaffected. This empirical estimate of
the outward displacement of the Se atoms is a factor of
1.5 larger than the value calculated for the bulk (111) sur-
face [57]. Although more complete calculations with full
energy minimization [75] can be performed, this simple
model is sufficient for a first analysis of the effects of re-
construction on the electronic properties.

The effect of this reconstruction on the density of
states is shown in Figure 7b. The outward displacement
of the surface Se atoms requires a rehybridization such
that the s-contribution to the dangling Se orbitals in-
creases. The resulting increase in energetically low-lying
s-contributions shifts the energies of the Se surface states
to lower values. Therefore we expect to see a shift of the
Se surface states into the valence band. This is indeed ob-
served for most of the Se density in the band gap region.
However, as Figure 7b shows, this expected behavior is not
observed for all Se surface states. One component of the
Se dangling orbital states remains isolated in the middle of
the band gap. These isolated, unshifted states are almost
100% assignable to surface states which are localized on
Se atoms located on the cluster edges and which possess
two dangling orbitals. The energies of these surface state
lie approximately at one of the energies of an isolated Se
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atom with two sp3 orbitals. This suggests that the en-
tire cluster provides only a weak perturbation on these
atomic orbitals, so that the Se surface orbitals with two
dangling bonds can be considered as effectively decoupled
from the cluster. Consequently it is not surprising that
they do not move much upon surface reconstruction. In
contrast to this robust surface Se behavior, the Cd sur-
face orbital density disappears almost completely out of
the band gap region, with the main component of these
states being shifted into the conduction band as a result
of the saturation with oxygen. However, analysis of the
absorption spectrum indicates that there is still some sig-
nificant overlap between the valence band edge states and
those states at the bottom of the conduction band which
contain a high surface contribution of Cd orbitals. It is this
overlap which is responsible for the unphysically large ab-
sorption peaks at very low transition energies apparent in
Figure 8b.

4.2 Ligand hybridisation

The above calculations employed the native sp2 hybridiza-
tion of the oxygen in TOPO, implicitly assuming that the
Cd-O interaction in the TOPO-cluster bond is weak. A
stronger interaction leads in one extreme to sp3 hybridized
oxygen, as discussed in Section 2. The calculated absorp-
tion spectrum for a reconstructed cluster with all surface
attached oxygen now being sp3-hybridized is shown in Fig-
ure 8c. It is evident that there is now a complete shift of
the Cd surface orbital densities into the conduction band
density of states, and the resulting absorption spectrum
shows no unphysical peaks at low energies. All important
absorption peaks now lie in an energy range which would
give the correct two-particle energies when corrected by
perturbative excitonic effects [3,28]. Thus the stronger
ligand-nanocrystal bond implicit in the sp3 hybridization
appears to provide a more realistic description for TOPO
capped CdSe nanocrystals.

5 Electronic structure of clusters capped with
inorganic shells

Recently a new type of surface termination has been ex-
plored experimentally, namely the saturation of the dan-
gling bonds by another semiconductor material [76–80].
Here one or more layers of a second semiconductor are
grown epitaxially on the nanocrystal, leading to the for-
mation of a shell of second semiconductor surrounding
a core of the first material. Such core/shell particles of-
fer the possibility of complete passivation of both an-
ionic and cationic surface sites, in contrast to the capping
by organic ligands discussed above, where ligand polarity
and steric hindrance restrict the extent of surface passi-
vation. This suggests that surface defects and traps can
be efficiently eliminated by inorganic epitaxial growth. In
addition, when several layers are grown, i.e., so that a
true shell rather than an inorganic ligand is providing
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Fig. 9. DOS for CdSe/CdS core/shell nanocrystals. From top
to bottom: pure CdSe core containing 144 atoms, core/shell
cluster with 144 atom core and 240 atom shell (total of 384
semiconductor atoms), core/shell cluster with 144 atom core
and 312 atom shell (total of 456 semiconductor atoms). Left-
hand panels show the DOS of the CdSe/CdS core/shell par-
ticles, with shading indicating the CdSe core contribution.
Right-hand panels show the DOS of pure CdSe clusters con-
taining the same total number of semiconductor atoms. For
comparison, the contribution from the core region is also
shaded for the pure clusters.

the capping, the core/shell nanoparticle constitutes the
zero-dimensional analogue of a two-dimensional semicon-
ductor heterostructure. This offers additional control over
the spatial localization of electron and hole, by making use
of band gap offsets to preferentially localize one or both
carriers in one of the two components (Sect. 2).

In this section we investigate the effect of such an inor-
ganic shell on the electronic properties of CdSe nanocrys-
tals, by adding several layers of CdS to a CdSe core clus-
ter containing 144 atoms (∼16.1 Å diameter). Addition
of two layers results in a cluster with a total number of
384 (∼22.7 Å diameter) semiconductor atoms, while three
layers results in 456 semiconductor atoms (∼25.8 Å diam-
eter). As outlined in Section 2, stress and strain are ne-
glected at the interface. The construction of tight-binding
parameters providing a consistent framework for the band
off-sets in the bulk heterostructures was described in Sec-
tion 2. The outer shell surface is truncated, which is
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Fig. 10. Hole density distribution in the valence band edge
eigenstate of the 384 atom core/shell cluster. The hole density,
represented by large grey spheres of radius proportional to the
density on a particular site, is concentrated in the CdSe core.
Sulfur is represented by light grey spheres, while Cd and Se
are represented by black spheres.

justified by the observed large photo-luminescence quan-
tum yield and lack of deep trap emission [78,79]. These
indicate that dangling orbitals on the shell are not im-
portant for the electronic properties of these core/shell
systems, provided that the shell is thick enough.

Figure 9 shows on the left the DOS for two sizes of
core/shell particles and compares them with the corre-
sponding DOS of pure CdSe nanocrystals on the right.
Both particles have a CdSe core with 144 atoms. The DOS
of the bare core is shown in the top panel for reference, and
is therefore identical for left and right. The middle panel
refers to a core/shell particle with total number of atoms
equal to 384, and the bottom panel to a core/shell particle
with 456 atoms in total. Thus the relative thickness of the
shell is increasing from top to bottom. For the pure clus-
ters the contribution from the core region is also shown
shaded, for ease of comparison. The valence band edge of
the mixed clusters is clearly dominated by the CdSe core.
N = 384 has 90% core contribution to these states. In
contrast, the conduction band edge states are dominated
by the CdS shell, with only about 25% core contribution.
After normalizing by the number of core and shell atoms,
we find that for both the 384 and the 456 cluster, the hole
density in the core region for the valence band edge states
is about three times larger than the average hole density
(Fig. 10). In the shell region however, the hole density is
only one quarter of the average density. At the conduc-
tion band edge the opposite behavior is found, although
the contrasts are less extreme. Thus the electron density
in the core is about 25% of its average density, while in

Fig. 11. Electron density distribution in the conduction band
edge eigenstate of the core/shell cluster with 384 semiconduc-
tor atoms. The electron density, represented by large black
spheres proportional to the density on a particular site, is con-
centrated in the CdS shell.

the shell region it is about 20% higher than the average
electron density (Fig. 11). Higher energy eigenstates in
the conduction band show a decreasing core contribution,
until at about 2.9 eV a sharp rise in the core contribution
to average electron density occurs. For even higher ener-
gies the core contributions to the electron density decrease
once again.

These results imply that within the single-particle ap-
proximation to the excited electron-hole pair state, the
hole is primarily confined in the core, while the electron
is more evenly (but not uniformly) distributed over both
core and shell. This would result in a lower confinement en-
ergy for the electron upon coating with the CdS shell, and
is consistent with the experimentally observed red shifts of
the first excitonic absorption with increasing shell thick-
ness [78,80]. Explicit calculation of the absorption spectra
for these particles will require careful consideration of the
transition dipole moments at the interface and is not made
here.

For CdSe/CdS the band edge electron and hole densi-
ties derived from tight-binding generally confirm the qual-
itative predictions of the simple particle-in-a-box model
used by Peng et al. [78]. The greatest difference from the
simple picture is found in the electron density, which is
much more inhomogeneous in the tight-binding calcula-
tions. Our calculations show that the electron density in
the shell region is about six times greater than in the
core region, for states at the conduction band edge. This
may be due in part to the opposite sign of conduction
band off-set assumed in the model of reference [78] which
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resulted in a type-I bulk interface and which would raise
the relative electron density in the core region. Neverthe-
less, the tight-binding results show that there is still a
sizeable probability for the electron to remain in the core
region.

Our primary conclusion is therefore that the 0D
CdSe/CDs heterostructure is not as “spatially indirect” as
its 2D bulk analog. Because of the penetration of the hole
to shell regions (10%) and of electron to the core regions
(25%), it is neither possible to conclude that the elec-
tron/hole spectral overlap is dominated by one or other
spatial region (type I), nor that it is localized at the in-
terface (type II). The band edge states are differentially
localized, but are not clearly separated. Similar behav-
ior is seen in the CdSe/ZnS core/shell nanocrystals, for
which the bulk band offsets are even greater [80], and for
which greater charge separation would be expected. Con-
sequently the classification into either type I, “spatially
direct” or type II, “spatially indirect” interfaces appears
to not be meaningful for 0D heterostructures. The similar-
ity of results reached from tight-binding with results from
particle-in-a-box calculations [78,80] suggests that the re-
duced charge separation in the core/shell nanocrystals is
quite general and due to the curvature of the interface.

6 Conclusions

By changing the shape of clusters with truncated surfaces,
we have shown that electronic and optic properties can be
strongly dependent on nanocrystal shape, as well as on
size. This has important consequences for analysis of ex-
perimental spectra, since in most experimental procedures
for generating clusters it is possible to control the average
size but not the shape. This sensitivity of the electronic
properties to cluster shape accounts for some of the diffi-
culties in quantitatively matching theoretical and exper-
imental results by consideration of only the size depen-
dence.

Upon adding oxygen ligands and dangling orbitals to
model the surface of CdSe nanocrystals partially passi-
vated by TOPO, we find that absorption spectra giving
reasonable agreement with experimental data can be cal-
culated only after allowing for: i) reconstruction of the
surface, and ii) formation of a stronger bond with the
oxygen ligands than would be predicted by the native sp2

hybridization of oxygen in TOPO. The results of the rela-
tively simple model of a surface reconstruction employed
here leads us to conclude that reconstruction of the sur-
face can indeed have a major effect on the electronic and
optical properties. More detailed studies of surface recon-
struction will be presented elsewhere [65].

When the surface of a CdSe nanocrystal is saturated
with shells of inorganic species (CdS) to create core/shell
particles (0D heterostructures) we find that this causes
a differential localization of the valence and conduction
band edge states. This differential localization is qualita-
tively different from that seen in bulk 2D heterostructures,
with neither complete spatial overlap nor clean spatial sep-
aration of electron and hole. This suggests more generally

that the classification of heterojunctions as “spatially in-
direct”, type II, or “spatially direct”, type I, is rendered
inaccurate for spatially curved interfaces. This deserves
more general study. In this particular case, the valence
band states are dominated by CdSe core contributions,
while the conduction band edge states are more evenly
distributed over core and shell, but possessing somewhat
greater weight in the CdS shell. This has consequences for
the efficiency of overlap in the excited state, and intro-
duces an additional control variable for the optical prop-
erties of artificially engineered core/shell particles. More
detailed theoretical calculations on these confined het-
erostructures would be of great interest.
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